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Abstract

The performance of the Fast Fourier Transfom computation
playsa crucialrole in the overall operaton of OFDM modems.
A VLSI architecturerealizing the FFT hasto perform in real
time, adaptto variousdataratesand acconmodatesupportfor

power dissipatiam requrements. This paper presentsa VLSI

architecturefor real time FFT processingThe desgn involves
four (4) radix-4 and one (1) radx-2 processingelementswith

complex multipliers and can be configured in real time to

accanmodateFFT computationsof length 16, 32, 64, 128 and

256 For further speedhg up the entire algorithm, the designcan
include a technique for parallelaccessinghe memory banksof

eachprocessingelement. The validity andthe efficieng of the
architecturenavebeenshownby anexanpleimplementationon

FPGAs with throughput: eact256-lengthFFT at 248 usec.

1. Introduction

The spectralanalysis of discrete signalsplays animportantrole
both in Digital Signal Processingand in Telecanmunication
Applications. The FastFourer Transfom (FFT) Algorithm, as
introduced by Cooley and Tukey [1], is an importar
improvement on the Discrete Fouier Transfom (DFT)
Algorithm [2] due to the achievement of significantly lower
computational complexiy. Among other technological
advancenents,the FFT has enaled the developmentof real
time, high-speed applications, such as the Orthogonal
FrequencyDivision Multiplexing (OFDM) Modems[24], [25].
Lately, OFDM systams have been designedto sustain a
transmitting rate of 50 Mwords/sec3|1

The OFDM modans exploit the perpemicularity of the sinus
andco-sinusasmeango generag andtransmita setof symbols
through the channel.This procalure recuiresreal time Inverse
FFT and FFT processing during the modulation ard
demodulatio of the signal respectivel. The performance
required by the FFT processig demands either a single
processordriven to a very high clock frequeng (O(logN)
multiplied by the sampling frequeng)[12], or alternativelythe
implementationof an Application Specific IntegratedCircuit
(ASIC) solution utilizing parallel processingard bit-pipelining
techniqiesfL4]. Both solutions have to meetrequirenentsthat
areextremely demandingin terms of throughpti andlow power
consumption especiallywhen the applicatios involve mobile
communicationsandbr batterypoweredsystans. Moreover,the
need for variable data rate in OFDM modens imposesthe
requirement for computations of various FFT sizes. To
accanplishthis task,researcherareconcernedvith theissueof
reconfiguringthe FFT architectureduring subsegentframes(in
real time)[13. In most cases,the solution of an off-the-shef
high-speedprocessois shown to be inadequatavith respet to

the variationsof the processingspeedrequrementsand power
consumptior([15], [16€], [17], [18], [19], [20], [21], [22], [23]).

This paperpresentsa FFT architecturewith four (4) radix-4
processingelementsand one (1) radix-2 processingelement.
Eachprocessinglementincludesa complexmultiplier anduses
a word-serial accessto each processingelement’s memory.
Each processingelement realizes an FFT stagge. The radix-4
computation has been chosenbecauseof the requirementof
minimizing the roundtrip delay of frames in the
telecommunication sysems using OFDM [13]. The proposed
FFT architecturecan be configured in real time, in order to
perform computationsof 16, 32, 64, 128 or 256 points. Also,
this paperconsidersa techngue for word parallel accesse to
the memory banksof each proessingelement, which if it is
applied, it will improve further the perfomane of eah
application.

The FFT architecturecan sustén a througtput equal to the
length of the FFT (N words) multiplied by the registeracces
time provided by the VLSI technobgy. An exanple
implementationon Xilinx or Altera Field Progranmable Gae
Arrays (FPGAs)resultsin a throughpt of 256-paints FFT at
2.48 us This resultprovidesan enhancedhroughput comparing
to the resultsin the literature[9], [11], [12], [15], [16], [17],
[18], [19], [20], [21], [22], [23]. This performane can be
furtherimprovedby parallelizingthe accesgo the memory, as
mentiored above.Moreover,the designis power efficient by
using the lowest possiblefrequencyand the minimal subsetof
processingelementsand memory blocksto accanplishthe FFT
computations.

The paper is organized as follows: The following section
presers the problem definition, including relevant work
regardingFFT architecturesSection3 describeshe proposed
FFT architecturejncluding the organizationof the main blocks
and the intercoanecton betwween them, the memory
managenentandthe overallcontol unit. Secton 4 analyze the
power consumption of the FFT architecture and adapts
techniquesfor powerdissipationreductio. Secti 5 describes
aneffi cienttechniqueor parallelizingthe acessto the memory
banksof the FFT architectureto enhancethe memory to each
processingelementthroughput. Finally, Section6 concludeghe
paper.

2. Problem Definition

This Section presentié FFT conputation ad its agplication in
OFDM systams and related reaults with respectto the FFT
performance.

The FFT in OFDM systems: The OFDM requiresa modulatdn
of the 2" points (the 2V points form a symba) usingan IFFT
calculation at the transmitter side (Tx). The correspondig



demodulatio at the receiver side (Rx) involves an FFT
calculationof the 2' wordsof the symbol.

As shownin [1] the Decimation In Time FFT (DIT FFT) X[K]

of a sequencex|n] is computedby successiely decomposing

the input signal in odd and even samples and recursivey

applyingthe DFT algorithmto theresultingsequenceslhis can

be illustratel as follows:

X[k] = i X[IWE « X[k] = NZA X2WEE + NZA X2i + QWEED o,
N N N

%

%
X[k] = Z X2 W + W Z X2 + QW

whereW,, =exp(j277 N). Exploiting the inherent

symmetry of the twiddle factors and recursivelyapplying the
aboveformula, we obtainthe elementay “butterfly” operation
used inthe calculatin of the FFT

The FFT length and the throughput dependon the OFDM
application. Another aspectrelatedto OFDM systens is the
variation of the size of the FFT dueto variablebit rates.The
moden changs the combination of these two paraneters
dynanmically. The princples behind the decisions for yarg the
paranetersare differentamong OFDM modems. For example,
the bit rate shoull be lowered when the channelcondtions
deteriorate during a link-up, or increased when channel
condtions are better.Also variousmodan applicationsmpose
limits on the power consunption. For instance, mobile
transceiversrequire both variable bit rates and low power
operatio.

Therdore, the most efficient solution is to processthe dataat

the transmitting (receiving) rate. This implies that the
architectureshoutl be organizedin a parallel mode and it

introduceslatencyin FFT lengthsproportional to the numberof

processingelenments. This latency constitutesan addiional

design prodem that should be addressedMore specifically

andher issue regarding the FFT implementationin OFDM

modansis theround-trip delayof symbols. This delay hasto be
kept minimal, a fact that leadsto solutins of processing
elementswith radix computatio higher tharg.

Related Work: The Fast Fouiier Trandorm (FFT) has been
presentedn [1] and detailsof designand applicatons can be
foundin [2]. A variety of VLSI architecturess presentedn [3]
optimized with respect to the AT? bourd ((Area
complexiy)*(Time complexity)?). [4] Refers to the power
dissipatim ard complexity of a pipelined parallel FFT
architecture,showing that parallelizing the processingunits
resultsin a significantreductio of the power consumptionA
differentmultiplication scheme's presentedn [5], applied to a
single multiplier CMOS basedDSP processors,in order to
implement a low-power FIR filt er. The multiplier can be used
with slight alterationsto performthe multiplicationsin the FFT
algorithm as well. [10] Pre®nts the problem of power
estimationin VLSI architectres.lt alsointroducesprobablistic
techniqiesto estimatepower dissipationard presentsa survey
on severalpower estimation techngues.[6] Presentshow the
perfectshuffle interconnectia patterncan be usedin order to
perfom FFT trandorms. Seweral methodsfor perfoming FFT
computationsare presentedn [7]. A variety of algorithmsfor
pipeline andparallel

Number of pointsin data
frame

16 2

32 2

Radix-4 Stages needed

64 3
128 3
256 4

Table 1: PE utilization for different lengths of frames

pipeline processorsare examined, with respectto VLSI

implementation.[8] Presentsamong others a set of algebraic
tools

thatcanbe usedto describeprocessonetworksin terms of their
patterns of connections. A rael algoithm is pregnted in g],

which combinesthe radix-2 butterfly structureand the radix-4
multiplicative complexity. A low-power FFT architectureis
presentedin [11]. Asynchronais circuit designand multirate
signal processingare combinedin order to produce a globally
sharedresult algorithm. [12] Presentsa DSP architecturefor
high-speedFFT transfoms proposing a different flow of the
computationsfor the butterfly operatims. [13] Presentsan
OFDM moden and the benefits of architecture flexibility,

adaptability and reaafigurability.

This paper presentsa parallel FFT architecture, which is

reconfigurablewith respecto the size of the FFT prodem, the
clock speedof executionard the numberof memory modules
used at each stage. The architecture is optimized for usein

Orthogmal Frequency Division Multiplexing Modems
(OFDM). It has incorporatedseveral featuresof the above
designswhile it introduces reconfigurationof a high-speed
architecturealongwith a variable numberof memory modules.
It also considersthe power efficiency of the FFT architecture.
The architecture’s descriptidollows in the next Secin.

3. Architecture

This Sectiondescribeghe overall architectureandthe detailsof
the individual blocks, namey the processingelements, the
intercomectionand the cortrol. The FFT-architectureperforms
FFT or IFFT computation of 2" points, 4<n<8. This is
accanplished by implementing split radix decimation in
frequeng (DIF) algorithm.The collectionof the 2" datawords
are regarded as one frame of data which, for the specific
application in OFDM modems correspad to the lengthof one
OFDM symbol.

The FFT architectureconsistsof five (5) Processingelements
(PEs):Four (4) radix-4 PEsard one (1) radix-2 PE, asshownin

Figure 1. Each PE perfornrs a single stage of the FFT

computationwithin the time requiredto input one dataframe.
The FFT architecturecanbe configuredin realtime, in orderto

perfom FFT computationsof 16, 32, 64, 128 or 256 points.
Thesecomputations require a ssdt offour (4) radix4 PEs pls
optionally one (1) radix-2 PE dependhg on the numberof the
FFT ponts, as sbwnin Tablel.

The FFT architecturehasbeendesignedo processconsecutive
frames of either the same or different lengths. An external
arbiter must signal a change iretliame size to the architecture.
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Figure 1: FFT organization

3.1 Processing Element Description

This section describesthe functionality of the blocks that
supprt each processing element (PE). The following
paragraphslefinetheinterface of the blockswithin the PEs,as
well as the interfees anong the PEs

Radix-4
A radix-4 processingelement performs one stag of radix-4

butterfly computationsto the data. Eachradix-4 PE consistsof
the following blocks (refer t&igure2):

RAM: This block is used to store the input data to the
processingelement. The precedingbutterfly stage suppliesthe
write addressedo the radix-4 PE. The read addressesare

generatedwithin the radix-4 PE (as describedbelow). The
memoty block is organizedintemally with two memory banks.
Eachbankcanstore ong1) frame of data Thefirst bankcanbe
consideredas the working bank for the FFT core. The second
bankis usedto store theincoming input data.The two memory

banks switch roles at the beging of each incomindrame.

AddressGeneantors Thereare two addresgienerabrs. The first
is usedfor supplyingreadaddresesto the RAM block internal
to the PE. The seconds usedfor supplyingwrite addressefor
the datathatexit the PE. The addessingscheme is the same for
both Address Generators.Each radix-4 PE uses a distinct
addressingchene dependingon the FFT stagerealizedby the
PE

Twiddle (W) Generator A Look-Up-Table (LUT) containsthe
max(N) roots of unity, wheremax(N) is the maximum size of
FFT that is supporté by the architecture(256). The Twiddle
AddressGeneratoliis a simple N-counterbasedarchitecture At
eachdatacycle the Twiddle Generatorfetchesthe appopriate
twiddle factor.

Butterfly Core This block perfams the radix-4 FFT butterfly
computation.The N input dataare read sequentiallyfrom the
RAM block. Eachsetof four consecutivanput dataforms the
input to eachradix-4 calculaton. The correspoding twiddle
factors are also fetchedfrom the Twiddle GeneratorFour (4)
complex accumulators are usedto processthe input datain

parallel Eachaccumulatoiprocessnvolvesthe addsubtractof
thefour data,astheseoperations aréefined by theradix-4 data
flow. A single complex multiplier unit operateson the four (4)
accumulated results and the twiddle factors in a pipeline
fashion.The resultingdataarewritten sequetially to the RAM

block of the following (FFTPE.
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Figure 2: Radix-4 & Radix-2 processing element inter nal
units

Each radix-4 processingelement in the reconfigurableFFT
pipeline hasto be providedthe length of the dataframe it is
processingby the Overall Control Unit (OCU). With this
information the addressing scheme used by the address
generatorblock and the twiddle factor generatorblock is
changed. This is accanplished by selecting the proper
permutationof the binary counterthatall threegeneratoblocks
realize.

Radix-2

The radix2 PE applies one stage of radix2 butterfly

computationdo its data.lt is usal whenthe sizeof theframeto

be processeds 32 or 128 ponts. Theradix-2 PEis realizedas a
simplified radix-4 PE (Figure2). The Butterfly Coreis replaced
with the simplerradix-2 butterfly network,consistingof two (2)

complex adders/subtractor&nd one (1) complex multiplier.

This circuit thoughis optimizedfurther. In the split radix 128
and32 point FFT computationthe twiddle factorsfor all radx-

2 buterflieshawe the constantvalueof (1+0j). Pluggingnto the
radix-2 hutterfly equations we ohin:

[A'=A+BW w22 [A'=A+B

B=A-BW B=A-B

Consequatly, the complexmultiplier (in the butterfly core)and
the twiddle generatordicks are mitted.

3.2 Interconnection

The architecture peforms FFT or IFFT computation by
implementing split radix decimation in frequency (DIF)
algorithm.The pipeline consistsof four (4) consecutiveadix-4
PEsanda single PE of radix-2. The input to the FFT is always
directedto thefirst radix-4 PE of the pipeline. With the useof a
broadcastus the addressard data output of eachPE canbe
diverted to the bus or to the following PE using
multiplexers/denultiplexers (In our implementationwe have
beenusingbroadcastines). The busis usedin two ways. First,
for datathat do not needto be processeddy all PEs of the
pipeline andthe bus performsasa bypas to the exit of the FFT
architecture.Secoml, it is usedfor processingthe split-radix
casesof frame lengths,nanely the 32 and 128 point, in which
caseoutput from ary previousPE (radix-4) in the pipeline can
be divertedto the input of the radix-2 PE for processingThe
output from thelast PE (radix-2) is storedinto a RAM block. It
consists of two banks of memories and utilizes the bank
switching mechanim describedabove.In this block, dataare
buffered inorder b perform the lit-reversal penutation.

An additional externalinput sigral specifiesthe beginnng of a
dataframe. This signalis propagatedo eachsuccessig PE of
the pipeline, and allows proper bank switching functionality.
The archiiectureprovidesthis signal as an outputto mark the
start of a data frae at the oydut.



3.3 Overall Control Unit

The pipelineOverall Contiol Unit (OCU) hasto providesignals
thatcontrol: first eachmultiplexer’sselectport for output on the
broadcasbus. Secoml, it supplies the clock for eachPE. Third,

OCU selects the proper permutation of the Twiddle and Address

generatorsvithin eachPE. Eachinput frame canconsistof any
number of paits (16, 32, 64, 128 or 256).

The OCU maintainsa table conssting of five (5) entries.Each
entry spedies the number of points the frane that each of the
five PEs(4 radix-4 ard 1 radix-2) is currently processingAll
entriesin the tade are updatedeachtime the architectureis
reconfigured. Using this information the OCU can assess
whether:

a) A PEis currentlyprocessinghe last stageof the FFT
for the respectiveframe. In this caseit enablesthe
correspoding multiplexersothatthe output of the PE
is directed ¢ thebus andout of the FFT architecture.

b) A PE is currently processingan intermediate FFT
computationstage.Thusits output is directed,using
the correspading multiplexer,to the following block
or the ralix-2 PE ushg thebroadast bus.

c) A PEis not processingary valid data.This situatian
ariseswhenall framesin the pipeline do not needto
traverseall the PEsin order to completethe FFT
computation. The PEs not performing butterfly
operatims can balisabledto corserve power.

The pipelineOCU also hasto provide a clock signalto each E.
Thetime interval (T;) requiredfor processingone frame (F) by
onePE s fixed, irrespectiveto the numberof pointsit consists
of (P). Furthermore,the frame F; takes T; time to input or
outputthe FFTarchitectureThusthe clock frequency(f;) thatis
requiredto input, process or otput the frame K is:

=im
T

The OCU, usingits internaltable, is ableto computethe clock
frequeny neededdy eachPE of the pipelineard distributesthe
clock signals.

4. Power Consumption

This setion presentghe performanceof the FFT architecture
described, with respect to the power dissipatim of the
architecture Powersavingcanbe accanplishedby considering
the featuresof the architectureand taking advantageof those
that can be modified to provide lower power consumption
features.Thefollowing paragraps describethetechrniqguesused
in the architecture leaad topower reductio.

Thefirst techniquethatcanbeincorporateds the neutralization

of the non-processing?Esof the FFT architecture.Eachtime a
newframe entersthe architecturean externalsignalinformsthe
FFT control of the frme size.The number of points within each
frameis 2", 4<n< 8. Table1 showsthatdependig on the frame
sizethereare PEs(at worst case one)thatremainunusedwhile
still consuming power. The idle PEs can be deactivated
resulting irto lowering the pwerconsumption

A secondtechniaie to improve on power consumptionis to
parallelizethe functionality of multiplications and additions of
the FFT calculations. It has been shown [4] that power
dissipatio is higherfor architectureslesignedvith low degrees
of parallelisn. The degres of spatial parallelismis defined as
the number of data sanples consumedand produced by a
butterfly stage in one (1) execution cycle. The frequeny is
proportionally reduced by the number of the butterfly-
processingPEs incomporatedby the architecture The proposed
architectureusesfive (5) butterfly PEsand performsin the test

implementation at a frequency of 100MHz .A single PE
processing the same amount of data must perform at
5*100MHz. Applying the anaysis presentedn [4], it follows
that thepower saving is 40%.

In addiion to the describedechmiques,thereare several other
ways of achievingpower reduction.A differentmultiplication
schame can be appliedto the complex multipliers of the FFT
architectureJeadingto further power consumptionlt hasbeen
proven in [5] that instead of entering new data into the
multiplier, for each multiplication, a trangose direct form
structurecanbe utilized. In this mannereachinput datasample
doesnot changevalue until it is multiplied by all codficients.
Sincethe switching activity at the multipliers inputs decreases
significantly, it will follow a proportionally lower switching
activity within the multiplier. Therdore, a considerale
reductia in power dissipatia isachieved.

5. Parallelizing the memory
access

This section presentsnaemory/processor configuration thaain
reducethe numberof clock cycles requiredto retrieveandstore
the FFT datafrom andto the memories.In the following we use
a single processingelement with two memory banks. The
results can be extendedto the caseof k processorsand 2k
memory barks.

In the following we will usethe algebradevelopedvy Parkerin
[8] and extended bWold and Dspain [/]. As shown in [§, the
FFT network can be decomposedn a seriesof operatrs that
describehow the interconnectias shouldbe designedWe will

use a notation similar to that of [7]. We will prove that the
proposedaddressingproducesa correctFFT algorithmandwill

conclule by describingdw this tansfom can be implmented.

Let N=2" be the numberof points for a radix-2, DIT-FFT. Let
the index of a databe defined as its coordinateson the input

strean, [X, Y] =[[X, == %1, [Y, - Y]] . with x; andy; the

digits of x andy in binary notation.The one-dimensionalinput

data streamis an array with indicesfrom [0, 0] to [N-1, O],

where[0, 0] = x(0) and[N-1, 0] = x(N-1). We usean operator
that canbe describedy its effect on the indices.This operator
divides the input streamin blocks of 2¢ dataand distinguidhes
the datawithin eachblock into 2 rows, so that eachresulting
column contahs 2! butterfly transfomation pairs. In binary
notaton:

g/{,-,k)[x, V1= 4 oll% X LIy, - Wil =
EF[[XU XKoo X LY X Xl @
Ao = Hin

Where 4/ is definedif j <k <u.Theoperator 4 rearrange

the input strean into two rows, accordingto the k™ bit of the x

index of eachdataon the strean. As a consequencehe His

operatorseparateshe input strean into 2 memory banks.The
Hio operatorrearrangeshe input datain the correctorder, as

to perform the butterfly operaions in the column pairs. The

form of ‘kl) (reverse trarferm) can be deduced from the above

definition. The butterfly calcultions can be defined as an
operator(B) thatreadsa two-dimensionalarrayin columnsand
performs a DFT on the datapairs. The accuratedefinition of B
is not essential provided that the operatordoesnot shuffle the
resulting pairs.



The structure of an FFT trangorm using the Ho and B
operators is[@], [7])

FFT = 40 Bloy HosBloy - HoBHy ()
where the composition of the operators takes place as
f, f,x = f,(f,(x)). From Eq. (2) we notethatthe (/{kl)/{kfl))
operator forms the transfomaton that rearrangesthe data

during two consecutive stages bEtalgorithm.

If we mapthe two rows of this array onto two memory banks,
then he irdices of a transforationpair[x,, Y4 and[x,, yy] are:

EAE [[a(u) . a(l)] [Xa(k)]]

[Xb Yb] [[Xb(u Ko (k1) Xo(k-1) © Xb(l] [Xb k)]]

[[Xa(u) " Kokt Kagka) "Xa(l)]- Xa(k)]]

since, the two data are on the sane column (x) and on a
different row (y). The read operatim can be performed
concurrently. The write badk operatim, on the other hard
cannotbe performedn asinglecycle, becausédoth datawill be
competingfor the sare memoty bank, dued the y indexwhich
is equal o Xty for boh a,b.

a(k+l) a(k )"

Now, let A be the folbwing operator:

AlX] = [Xu "'Xk+1(xk+1 0 X )Xk—l"'xl]
where Ao is defined for 1< k < u -1 and the symbol
O denotesthe XOR operatia1. The operatoris a pemutation

— gyl _
such that 4, = 4,, ard /ik)/(lg) =1,
operator. Using the identty Hio /{kl) =

being the unity
Eqg. (2) can be
rewritten as:

FFT= 4By Avsy Avs vy ’113/41) By = (T Form)
Hr B(/(_nl> Avy Moy Hovt )“‘(/Zn Hoy Bty = (2 Form)

Write Read
Operation Operatlon

HB (/{n) Ay Ho- 1)X ™) () n—l)) (/{1)41)/41))8/{3 (3" Form)

Write Read
Operation Operation

The write operationdescribedby the product /(k ' Ao (2™

Form) can be shown to resdve the memory congestion
describedabove.Recall the form (1,2) of the addresse of an
arbitrary pair during the k™ stepof the algorithm. Applying the
above operatorsye find that

X ] = [Xa(u) Xk Xagk (Xa(k) 0 Xakey )Xa(k—Z) "'Xa(1)]

[Xb] = [Xa(u)"'xa(k+1)xa(k) Xacky 1 Xak-1y Pak-2) "'Xa(l)]

and the resultig addressewill always differ at bit k1, which is
the bankwherethe datawill be written on the next stageof the
algorithm. This ensuresthat the data will always reside on
different rows during mmory write operatbn.

The 3" form describeghe implementationof the above scheme
After the completionof the write backoperation orthe k™ stage
of the FFT theridices of an eleent are

[X’ y] = [[Xu Xy X2 "'Xl]’ [(Xk O Xk—l)]]

The indicesof a trangormation pair differ only with respecto

the y coordinate. Applying the inverse trangormations
- .

( 1) (k_l)/{k_l)) doesnot affectthe X coordinateof adatum

Therdore the trandormation pairs will resideon the same X
coordnatesandtheir Y coordnates will be invertedif the X,
bit of their X coordnateis equalto “1”. Thisis equvalentto

exchanginghe butterfly inputs for those datapairs whose X -
coodinate hasfte x, bit set (“1").

The pemutation and addressilg schene describedabove is

depictedin Figure 3, where W™ =( 1) (1) M 1)) and

W = (/(nl) ) /{n_l)). The W operatorcan be implemented

using a simple combinatimal circuit that -calculates
(Xk 0 xk_l) on the write addressof the (k-1)" stag of the

FFT. Finally, the W operatorcan be implementedusing two
multiplexerson the inputs of the butterfly processothatinvert

theinputs from the two bankswith respecto the X, bit of the
address.

6. Implementation on FPGAs and
Concluding Remarks

The validity andthe efficiency of the desgn havebeenshown
by mapping the architectureon the Xilinx and Altera Field
Programmable Gat Arrays (FPGAs: Xilinx:Virtex |l -
XC2V2000-5BF%7 ard Altera: EF20KE00EBC3-1X) ard for
demonstrationpumposesit has been integratedin a OFDM
modan [13]. Theresultingmaximal frequeny hasbeenshown
to be 103MHz andthe FFT computatbns can havethrougtput
as showrin Table2:

Bank 0 Bank 0

S
g@z@z

Bank 1 o Bank 1

Figure 3: Parallel memory accesses

FFT Length (Words) Sustained Throughput
16 0.15us
32 0.3L us
64 0.62 us
128 1.24 v
256 2.48 us

Table 2: Sustained throughput for the supported FFT
length



Comparingto relatedresuts in the literature ([9], [11], [17],
(19], [16], [17], [18], [19], [20], [21], [22), [23]) the proposed
architecture achieves an enhanced throughpt in FFT
processing.Furthermore, it is reconfigurableat real time to
accanmodate lower trangnitting rates if needed. The
architecturehasbeendesignedo minimize the roundtrip delay
of the network and to include the power saving technigues of
Section4. As mentionedin secton 3 eachprocessingelement
usesword-serialaccessto its memory bank.If the techniquein
Section5 is applied the througlput will increaseédy the number
of parallel menory acesss.
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